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General information
• Lanzarotti Raffaella:  

– web page: lanzarotti.di.unimi.it 
– e-mail:   lanzarotti@di.unimi.it 
– reception:  on appointment  

• Course web page: 
– http://lanzarotti.di.unimi.it/DIP1.html 

• Timetable: 
– monday (room DELTA) 

• 2:00 – 4:15 pm 
– wednesday (room DELTA)  

• 2:00 - 4:15 pm
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General information

• Books 

• Rafael	
  C.	
  Gonzalez	
  &	
  Richard	
  E.	
  Woods,	
  “Digital Image Processing”,	
  
Pearson;	
  3rd	
  ed.2008	
  	
    

• R.	
  C.	
  Gonzalez,	
  R.	
  E.	
  Woods,	
  S.L.	
  Eddins: “Digital Image Processing 
using MATLAB” 

• Richard	
  Szeliski:	
  Computer	
  Vision:	
  Algorithms	
  and	
  ApplicaKons,	
  Springer	
  
2010	
  

• Forsyth	
  and	
  Ponce:	
  Computer	
  Vision:	
  A	
  Modern	
  Approach,	
  Pearson	
  2011	
  

• Ze-­‐Nian	
  Li,	
  Mark	
  S.	
  Drew,	
  Jiangchuan	
  Liu	
  “Fundamental of 
Multimedia”,	
  Springer,	
  2nd	
  ed.,	
  2014 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It will our motto!



How old is the first picture?
• “View from the 

Window at Le Gras”, 
France, 1826,  

• taken by Nicéphore 
Niepce  

• Obtained covering of 
bitumen a sheet 

• Time of exposure: 8 
hours!!! 
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What about digital picture?
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Image Processing, definition(s)

Strictly speaking, Image processing is the study of any algorithm 
that takes an image as input and returns an image as output. 

Broadly speaking, Image processing it also concerns with the 
extraction of meaningful information (attributes) from an images: 
Image Analysis. 

Framed in the Computer Vision research field 

Lanzarotti Raffaella
8



9



10



11



12



13



14



15



16



17



18



19



20



Optical character recognition (OCR)

Digit recognition, AT&T labs	
  
http://www.research.att.com/

Technology to convert scanned documents to text 
• Scanner are often equipped of OCR 

License plate readers	
  
http://en.wikipedia.org/wiki/Automatic_number_plate_recognition	
  



Face detection

• Digital fotocamera automatically detect faces 
– Canon, Sony, Fuji, …



Smile detection

Sony Cyber-shot® T70 Digital Still Camera 



Object recognition (in supermarkets)

LaneHawk by EvolutionRobotics 
“A smart camera is flush-mounted in the checkout lane, continuously 
watching for items. When an item is detected and recognized, the cashier 
verifies the quantity of items that were found under the basket, and 
continues to close the transaction. The item can remain under the basket, 
and with LaneHawk,you are assured to get paid for it… “



Vision-based biometrics

“How the Afghan Girl was Identified by Her Iris Patterns”  Read the story  
wikipedia



Login without a password…

Fingerprint scanners on 
many new laptops,  

other devices

Face recognition systems now 
beginning to appear more widely 

http://www.sensiblevision.com/ 



Object recognition (in mobile phones)

Point & Find, Nokia 
Google Goggles



The Matrix movies, ESC Entertainment, XYZRGB, NRC

Special effects:  shape capture



Smart cars

• Mobileye 
– Vision systems currently in high-end BMW, 

GM, Volvo models  
– By 2010:  70% of car manufacturers.

Slide content courtesy of Amnon Shashua



Google cars

http://www.nytimes.com/2010/10/10/science/10google.html?ref=artificialintelligence



Vision-based interaction (and games)

Nintendo Wii has camera-based IR 
tracking built in.  See Lee’s work at 
CMU on clever tricks on using it to 
create a multi-touch display! 

Digimask:  put your face on a 3D avatar.

“Game turns moviegoers into Human Joysticks”, CNET	
  
Camera tracking a crowd, based on this work.



Interactive Games: Kinect
• Object Recognition: http://www.youtube.com/watch?

feature=iv&v=fQ59dXOo63o 
• Mario: http://www.youtube.com/watch?v=8CTJL5lUjHg 
• 3D: http://www.youtube.com/watch?v=7QrnwoO1-8A 
• Robot: http://www.youtube.com/watch?v=w8BmgtMKFbY



Vision in space

Vision systems (JPL) used for several tasks 
• Panorama stitching 
• 3D terrain modeling 
• Obstacle detection, position tracking 
• For more, read “Computer Vision on Mars” by Matthies et al.

NASA'S Mars Exploration Rover Spirit captured this westward view from atop  
a low plateau where Spirit spent the closing months of 2007. 



Industrial robots

Vision-guided robots position nut runners on wheels



Mobile robots

http://www.robocup.org/ 
NASA’s Mars Spirit Rover 

http://en.wikipedia.org/wiki/Spirit_rover

Saxena et al. 2008	
  
STAIR at Stanford



Medical imaging

Image guided surgery 
Grimson et al., MIT3D imaging 

MRI, CT
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Summary:  
three levels of processing

• Low-level (img → img):  
– Noise removal 
–  Contrast Adjustment 

• Mid-level (img → attributes): 
– Edge detection (Estrazione dei bordi) 
– Segmentation (partitioning the img in regions) 

• High-level ( img, attr. → classification) 
– Cognitive functions
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IMAGE ACQUISITION AND 
REPRESENTATION

Lanzarotti Raffaella
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On Digital Image Processing, and slides 



1999-2011 by Richard Alan Peters II

ob
jec
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Image acquisition

43



1999-2011 by Richard Alan Peters II

Li
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Image acquisition
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Image formation
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Light Source i (candela)

Solar Light 9000

Cloudy Sky 1000

Moon Light 0.01

Internal Light (Office) 100

Object r

Black Velvet 0.01

White Wall 0.80

Silver and other metals 0.90

Snow 0.93



• Absorption 
• Diffusion 
• Reflex 
• Transparency 
• Refraction

λ

light source

?

Surface Properties
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1999-2011 by Richard Alan Peters II

projection

Obj’s image

Image acquisition
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1999-2011 by Richard Alan Peters II

Projection on a 
sensor array

Digital fotocamera

Image acquisition: sampling and 
quantization
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1999-2011 by Richard Alan Peters II

Each sensor stores 
the corresponding 
average color Sampled Image

Sampling
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MATHEMATICALLY…
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Projections
• Two types: 

• Perspective projection 
• Closer is bigger. 
• Human eye and camera under this model 
• natural model, but mathematically more complicate 

• Ortographic projection 
• Object size independent of the distance from the 

capturing device  
• unnatural, but mathematically easier
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Example - Perspective
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Perspective Projection: �1 = �2, l1 < l2 ! �2 < �1.



Example - Ortographic
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Ortographic Projection: �1 = �2, l1 < l2 ! �2 = �1.
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Summary
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Colors !!!
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Ok, but…  
something is still missing…
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The end of this long story…
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Uff, still not the end:
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Digitalization !!!



Digital image formation

• The projected image is in a continuum domain and co-domain: 

• Digital computers cannot process parameters/functions that 
vary in a continuum. 

• We need to discretize: 
• Sampling: 

• Quantization:
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1999-2011 by Richard Alan Peters II23 settembre 2015
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Campionamento e Quantizzazione
1D
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2D



Sampling 2D
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for simplicity:
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Quantization
• discretize the values of f(i,j) to P levels: 

– Let  

– Then 

– Where: 
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�
Q

=
f
max

� f
min

P

f̂(i, j) = Q(f(i, j))

Q(f(i, j)) = fmin + (k + 1/2)�Q

() fmin + k�Q  f(i, j) < fmin + (k + 1)�Q

for k = 0, ..., P � 1



Example
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P

P

Typically: P = 2

8
= 256 and log2(P ) = 8 bit quantization.



Summary
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Pixel
• Pixel:  

– single value on the sampled grid   
– It does not correspond to a point but 

rather to an area, the smallest 
treatable
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Memory

• Pixel number:  (# rows * # columns) = (M*N)  
• k: image resolution : k = log(L), (L: intensity levels) 

• N. bit per img: b = M * N * k

78

In the hypothesis  of  N=M ➔ b=N2 * k
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Spatial resolution

• Spatial resolution: the smallest 
distinguishable detail in an image 

• Expressed as : 
– ppi  : Pixel Per Inch   
– dpi  : Dot Per Inch  
– M*N : does not express the relationship 

between the number of pixels and the detail 
level of the original scene
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Effects of the spatial resolution
• Images of given dimensions, varying the 

number of pixels ( ≠ spatial resolution) 
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1. Low resolution 
2. Visible pixel 
contours 

1. High resolution 
2. Image perceived as 
continuum when pixel 
dim < spatial 
resolution  UVS 
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Effects of the spatial resolution
• If the pixel dimensions do not change, 

resolution variations cause the image size 
variation:
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Quantization 
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Quantization: fin the number of gray levels  
N.B: Better if greater than  50 gray levels



Resolution

• what the best? 
• it depends on the application: 

• visualization/web: 72 dpi (dot per inch), 
that is the monitor resolution 

• printing: up to 600 dpi… 

• If I need to pass from low resolution to high 
resolution? Interpolation, even if it is just 
an approximation…
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Interpolation or Zooming

  

• Two phases: 
– grid creation  

• Es: zoom of 1.5 times 
original img  (500 x 500) ➔ new img: (750 x 750) 

– gray level assignment to each new pixel
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Zooming,  
Nearest-Neighbor interpolation
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• The value of a pixel in the output image (D) is set 
equal to the value of the closest pixel in the input 
image (S): 
• (id, jd) = position of the pixels in output (integer) 
• (xs, ys) = position of the pixels in input (real) 
 
D (id, jd)  = S(round(xs), round(ys)) 

• n. of input pixel used for the interpolation: 1 
• Fastest method, but less precise



Zooming, 
Nearest-Neighbor interpolation

• Es monodimensional:  
– zooming of 1,5 times 
– S:  mono-dimensional input image of 6 pixels: 

• S= [10 14 22 26 77 44] 
– D: output image of 9 pixels  
 
 

• The value of D(i_d) = S(round(x_s)) 
• Es: D(4) = S(round(2,7)) = S(3) = 22

i_d 1 2 3 4 5 6 7 8 9
X_s 0,7 1.3 2 2.7 3.3 4 4.7 5.3 6



Relationship among pixels
• Given a pixel p of coordinates (x,y), the 

four neighbors (in horizontal and vertical) 
have coordinates: 
(x+1,y), (x-1,y), (x, y+1),(x,y-1)  
constituting the set N4(p) of the 4 
neighbors of p. 

• The four diagonal neighbors of p have 
coordinates  
(x-1, y-1), (x-1, y+1), (x+1,y-1), (x+1, y+1), 
constituting the set ND(p). 

• The set of the 8 neighbors of p is given 
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N8(p) = N4(p) [ND(p)



Zooming,  
Bilinear Interpolation (1/3)

• The output values in D are obtained linearly interpolating 
before along the lines and then along the columns (or 
vice versa), considering the 4 closest pixels in the input 
image S:  
• (id,jd) = position of the output pixels (integer) 
• (xs,ys)= position of the input pixels (real) 

• computation of the 4 closest pixels in the input image:
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Zooming,  
Bilinear Interpolation (2/3)
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• n. of input pixel used for the interpolation: 4 
• Computationally more expensive than NN, but more precise



Zooming,  
Bilinear Interpolation (3/3)

• Linear interpolation along lines (X axis) producing 2 
intermediate results: 
 
 
 

• Then compute the value of the pixel in position (xs,ys) in 
the input image, corresponding to the integer 
coordinates (id,jd) in the output image, linearly 
interpolating along the columns (y axis) 
 
 
 

90

Weighted 
average



Zooming,  
Bicubic Interpolation

• Similar to the bilinear interpolation   
• Differences: 

– Interpolation of CUBIC polynomials  
– Each output value is based on the value of 16 pixels in 

the input image (S) 

• The output value (D) is worked out interpolating the 16 
closest pixels on the input images by cubic polynomials. As 
before the method is applied before along lines and then 
along columns. 

• More computational expensive but more precise 
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Zooming,  
Bicubic Interpolation
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